
How to Secure RHEL/CentOS 7.x  
with OpenSCAP (STIGing the server) 

 

Motivation 
If you have ever had the miserable, unfortunate task of STIG’ing a computer system, you will know the 
horrific, soul evaporating hell that no human should ever have to deal with.  Somehow, DISA has stacked 
feces, layer upon layer, until the bottom layer is beginning to be pushed out of the way from the weight 
of the top pushing down.  OpenSCAP is the better path in order to harden an operating system.  This 
guide is the quick and dirty way to lock down a system, fast with openscap.  You will need internet 
access to down the software and the rules.   

Test environment layout 
My workstation is running Ubuntu 16.10. 
I am first installing VirtualBox 5.1.6 for Ubuntu, using method 2 below. 
Testing with CentOS 7.2 inside of a virtualbox. 
   With 2 network interfaces. 
   One on NAT-139 → 192.168.139.0/24 network. 
   One on Host-only → 172.20.0.0/24 network.  

Execution 
 

After installing a clean install of CentOS 7.x, perform the following steps to secure the system.  You will 

have some post actions, such as reading the report and following any failed items to secure said. 

 



 

Initial Login screen.  You will need to log in as the root user id to perform the lock down. 

 

 

Execute: 

yum install -y openscap openscap-utils scap-security-guide 



 

 

Execute: 
mkdir /root/Compliance 
chmod 0700 /root/Compliance 
cd /root/Compliance 

 



 

Execute: 
wget http://www.redhat.com/security/data/oval/com.redhat.rhsa-all.xml 

 

Execute: 
wget http://www.redhat.com/security/data/metrics/com.redhat.rhsa-

all.xccdf.xml 

http://www.redhat.com/security/data/oval/com.redhat.rhsa-all.xml
http://www.redhat.com/security/data/metrics/com.redhat.rhsa-all.xccdf.xml
http://www.redhat.com/security/data/metrics/com.redhat.rhsa-all.xccdf.xml


Execute: 
oscap xccdf eval --results /var/tmp/$(hostname).patch.comp.results.xml \ 
  --report /var/tmp/$(hostname).patch.compliance.results.html \ 
  com.redhat.rhsa-all.xccdf.xml 

 

Output from previous command. 

 



Complete. 

Execute: 
oscap xccdf eval --profile stig-rhel7-server-upstream --remediate \ 
  --results /var/tmp/$(hostname).SSG.lockdown.xml \ 
  --cpe /usr/share/xml/scap/ssg/content/ssg-rhel7-cpe-dictionary.xml \ 
  /usr/share/xml/scap/ssg/content/ssg-centos7-xccdf.xml 

 



Running. 

 

Complete. 

  



Execute: 
oscap xccdf eval --profile stig-rhel7-server-upstream \ 
  --results /var/tmp/$(hostname).compliance.results.xml \ 
  --report /var/tmp/$(hostname).compliance.report.html \ 
  --cpe /usr/share/xml/scap/ssg/content/ssg-rhel7-cpe-dictionary.xml \ 
  /usr/share/xml/scap/ssg/content/ssg-centos7-xccdf.xml 

 

Complete. 

 

Use SCP to get the reports off the server to your workstation for analysis, i.e.: 
$ mkdir ~/OpenSCAP_Resutls 
$ cd ~/OpenSCAP_Results/ 
$ scp user_name@172.20.0.105:/var/tmp/* . 

That last command has a period on the end for the destination being the local directory. 

Now, review the above results in a web browser. 

 

mailto:user_name@172.20.0.105
mailto:user_name@172.20.0.105


 

This is just the patch report.  All good here, Sir! 

 

 

Now the real report, for the STIG findings. 



 

 

Uh Oh! We have some findings. 

 

 

Some passes. 



 

 

Some failures. 

 

 

And digging into the detailed results. 



 

Conclusion 
By following this guide, you now have a “mostly” locked down system.  You will have a few stragglers 
you must address.  If you look above for my findings, you will see I don’t have the disk partitioning 
correct.  So this image is a no-go from the start.  The only way to get this right is to go back and 
repartition this system with a clean install (it could be done manually, but it would take many hours to 
get it re-allocated).  Follow the recommendations and test your application(s) frequently to make sure 
they still work.  I have not broken a system yet with this method.  It will happen, I know it; but I keep 
testing everything in case I have to back out of my changes. 

Appendix 
Command sequence: 
yum install -y openscap openscap-utils scap-security-guide 

 

## Verify Patch Compliance: 

mkdir /root/Compliance 

chmod 0700 /root/Compliance 

cd /root/Compliance 

wget http://www.redhat.com/security/data/oval/com.redhat.rhsa-all.xml 

wget http://www.redhat.com/security/data/metrics/com.redhat.rhsa-all.xccdf.xml 

 

oscap xccdf eval --results /var/tmp/$(hostname).patch.comp.results.xml \ 

  --report /var/tmp/$(hostname).patch.compliance.results.html \ 

  com.redhat.rhsa-all.xccdf.xml 

 

 

 

#TEST#  Lock down the OS: 

oscap xccdf eval --profile stig-rhel7-server-upstream --remediate \ 

  --results /var/tmp/$(hostname).SSG.lockdown.xml \ 

  --cpe /usr/share/xml/scap/ssg/content/ssg-rhel7-cpe-dictionary.xml \ 

  /usr/share/xml/scap/ssg/content/ssg-centos7-xccdf.xml 

 

 

## verify systems compliance level: 

oscap xccdf eval --profile stig-rhel7-server-upstream \ 

  --results /var/tmp/$(hostname).compliance.results.xml \ 

  --report /var/tmp/$(hostname).compliance.report.html \ 

  --cpe /usr/share/xml/scap/ssg/content/ssg-rhel7-cpe-dictionary.xml \ 

  /usr/share/xml/scap/ssg/content/ssg-centos7-xccdf.xml 


